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I. THE QUANTUM FISHER INFORMATION MATRIX

In this section, we derive the closed-form expression for the quantum Fisher information matrix of Hamiltonian
parameters for thermal states.

For full-rank states, the quantum Fisher information matrix has elements [1]

Flm := 2
∑
jk

Re [⟨j| ∂lρ |k⟩⟨k| ∂mρ |j⟩]
pj + pk

. (A1)

We have defined ∂l :=
∂

∂µl
. The matrix characterizes the precision with which multiple parameters µl can be estimated.

Let N denote the number of measurements performed. The multiparameter Cramér-Rao bound says that [1]

cov(ˆ⃗µ) ≥ 1

N
F−1 . (A2)

This bound is asymptotically saturable if and only if

Tr (ρ[Ll, Lm]) = 0. (A3)
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The symmetric logarithmic derivative is defined by ∂lρ = 1
2{Ll, ρ}.

Throughout this appendix, we omit the temperature dependence from the partition-function notation: Z ≡ Zβ .
Since ρ = e−βH/Z =

∑
j e

−βωj |j⟩⟨j| /Z, the derivative in Eq. (A1) is

∂lρ =
1

Z
∂le

−βH − ρ
∂lZ

Z
=

1

Z

[
∂le

−βH − ρTr
(
∂le

−βH
)]
. (A4)

We must calculate the matrix elements of ∂le
−βH . Using the Taylor series

e−βH =

∞∑
n=0

(−β)nH
n

n!
, (A5)

we obtain

⟨j| ∂le−βH |k⟩ =
∞∑

n=0

(−β)n

n!
⟨j| ∂lHn |k⟩

=

∞∑
n=1

(−β)n

n!
⟨j|

n−1∑
m=0

HmAlH
n−m−1 |k⟩

=

∞∑
n=1

(−β)n

n!

n−1∑
m=0

ωm
j ω

n−m−1
k ⟨j|Al |k⟩

= ⟨j|Al |k⟩
∞∑

n=1

(−β)n

n!

n−1∑
m=0

ωm
j ω

n−m−1
k

=: ⟨j|Al |k⟩Γjk. (A6)

We have defined

Γjk :=

∞∑
n=1

(−β)n

n!

n−1∑
m=0

ωm
j ω

n−m−1
k (A7)

as a function of the temperature and of the Hamiltonian’s spectrum.
We can re-express Γjk using the formula for an infinite geometric series: if ωj ̸= ωk, then

Γjk =

∞∑
n=1

(−β)n

n!

ωn
j − ωn

k

ωj − ωk
=
e−βωj − e−βωk

ωj − ωk
= Z

(pj − pk)

ωj − ωk
, for ωj ̸= ωk. (A8)

If ωj = ωk, then

Γjk =

∞∑
n=1

(−β)n

n!

n−1∑
m=0

ωn−1
j =

∞∑
n=1

(−β)n

n!
nωn−1

j

= −β
∞∑

n=1

(−β)n−1

(n− 1)!
ωn−1
j = −βe−βωj

= −βZpj , for ωj = ωk. (A9)

Using Eqs. (A9) and (A6) we can evaluate the first term in Eq. (A4):

Tr
(
∂le

−βH
)

Z
=

1

Z

∑
j

⟨j|Al |j⟩Γjj = −β 1

Z

∑
j

⟨j|Al |j⟩ e−βωj = −β⟨Al⟩. (A10)

We denote thermal averages by ⟨Al⟩ := Tr (Alρ).
Substituting from Eq. (A10) into Eq. (A4) yields

∂lρ =
1

Z
∂le

−βH + β⟨Al⟩ρ. (A11)
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Furthermore, substituting into Eq. (A6) from Eqs. (A8) and (A9) yields

⟨j| ∂le−βH |k⟩ = ⟨j|Al |k⟩Z
(pj − pk)

ωj − ωk
, for ωj ̸= ωk, (A12)

and

⟨j| ∂le−βH |k⟩ = ⟨j|Al |k⟩Γjj = −⟨j|Al |k⟩βZpj for ωj = ωk. (A13)

Let δAl := Al − ⟨Al⟩ = Al − Tr (ρAl). If ωj ̸= ωk, then

⟨j| ∂lρ |k⟩ = ⟨j|Al |k⟩
(pj − pk)

ωj − ωk
+ β⟨Al⟩ ⟨j| ρ |k⟩ = ⟨j| δAl |k⟩

(pj − pk)

ωj − ωk
, for ωj ̸= ωk, (A14)

whereas, if ωj = ωk,

⟨j| ∂lρ |k⟩ = −⟨j|Al |k⟩βpj + β⟨Al⟩pjδjk = −⟨j| δAl |k⟩βpj = −⟨j| δAl |k⟩β
pj + pk

2
, for ωj = ωk. (A15)

Thus, the quantum Fisher information matrix in Eq. (A1) becomes

Flm := 2
∑
jk

Re [⟨j| ∂lρ |k⟩⟨k| ∂mρ |j⟩]
pj + pk

= 2
∑

ωj ̸=ωk

(pj − pk)
2

(pj + pk)(ωj − ωk)2
Re
[
δAl

jkδA
m
kj

]
+
∑

ωj=ωk

β2 pj + pk
2

Re
[
δAl

jkδA
m
kj

]
= 2β2

∑
ωj ̸=ωk

pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

Re
[
δAl

jkδA
m
kj

]
+ β2

∑
ωj=ωk

pj + pk
2

Re
[
δAl

jkδA
m
kj

]
. (A16)

In Appendix II, we use this expression to upper- and lower-bound Fll.

II. BOUNDS ON THE QUANTUM FISHER INFORMATION

In this section, we upper- and lower-bound the diagonals of the quantum Fisher information matrix. That is, we
prove Eqs. (6) and (7) from the main text. By Eq. (A16), the quantum Fisher information about a parameter µl is

Fll = 2β2
∑

ωj ̸=ωk

pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2. (A17)

Upper bound in terms of (∆Al)
2

If x := pk/pj , the first term in the quantum Fisher information [Eq. (A17)] depends on (1−x)2

(1+x) ln2(x)
. It will be

convenient to upper-bound this fraction as (1−x)2

(1+x) ln2(x)
≤ (1 + x)c1, for some c1 to be determined. Shifting the

(1 + x) from the inequality’s right-hand side to the left-hand side, we form a fraction (1−x)2

(1+x)2 ln2(x)
that is maximized

at x = 1. Furthermore, pk/pj comes closest to 1 for energy eigenstates whose energies are as close as possible:

xmax := e−βminj,k{ωk−ωj} ≡ e−βgmin . We have defined gmin := minj,k{ωj − ωk} as the Hamiltonian’s minimum energy
gap. Combining these observations, we choose

c1(gmin) :=
(1− xmax)

2

(1 + xmax)2 ln
2(xmax)

=
(1− e−βgmin)2

(1 + e−βgmin)2
1

β2g2min

=
tanh2(βgmin/2)

β2g2min

. (A18)

The limiting values of c1, as a function of temperature, are

c1(gmin) ≈

{
1

β2g2
min

for βgmin ≫ 1
1
4 for βgmin ≪ 1.

(A19)
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Applying this choice and the general bound above to Eq. (A17), we bound the quantum Fisher information about a
parameter µl:

Fll = 2
∑

ωj ̸=ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
≤ 2c1(gmin)β

2
∑

ωj ̸=ωk

pj

(
1 +

pk
pj

) ∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2 (A20a)

= 4c1(gmin)β
2
∑

ωj ̸=ωk

pj
∣∣δAl

jk

∣∣2 + 4c1(gmin)β
2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2 + [1− 4c1(gmin)]β
2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
= 4c1(gmin)β

2 Tr
(
ρ [δAl]

2
)
+ [1− 4c1(gmin)]β

2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
= 4c1(gmin)β

2 (∆Al)
2
+ [1− 4c1(gmin)]β

2
(
∆AD

l

)2
. (A20b)

We have defined ∆A =
√
⟨A2⟩ − ⟨A⟩2 as the standard deviation of an operator A in the thermal state. Also,

AD
l :=

∑
ωj=ωk

⟨j|Al |k⟩ |k⟩⟨j| is the sum of the block-diagonal elements of the matrix that represents Al relative to

the energy eigenbasis. Since 0 ≤ c1(gmin) ≤ 1/4 in Eq. (A20b), also,

Fll ≤ β2 (∆Al)
2
. (A21)

We have proved Eq. (6a) in the main text. Bounds (A20b) and (A21) are saturated if Al is diagonal relative to the
energy eigenbasis.

Lower bound in terms of (∆Al)
2

A similar derivation implies a lower bound on Fll. The function (1−x)2

(1+x)2 ln2(x)
is minimized at x = 0 and in the limit

as x→ ∞. Moreover, x has a minimum value of xmin := e−β∥H∥s , where ∥H∥s := maxj ωj −minj ωj , and a maximum

value of xmax := eβ∥H∥s . Since c1(−∥H∥s) = c1(∥H∥s),

(1− x)2

(1 + x) ln2(x)
≥ (1 + x)c1(∥H∥s). (A22)

Using Eqs. (A22) and (A17) leads to

Fll = 2
∑

ωj ̸=ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
≥ 2c1(∥H∥s)

∑
ωj ̸=ωk

β2pj

(
1 +

pk
pj

) ∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
= 4c1(∥H∥s)β2

∑
ωj ̸=ωk

pj
∣∣δAl

jk

∣∣2 + 4c1(∥H∥s)β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2 + [1− 4c1(∥H∥s)]β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
= 4c1(∥H∥s)β2 Tr

(
ρ (δAl)

2
)
+ [1− 4c1(∥H∥s)]β2

∑
j

pj
∣∣δAl

jk

∣∣2
= 4c1(∥H∥s)β2 (∆Al)

2
. (A23)

We have proved Eq. (6b) in the main text.

Upper bound in terms of (∆Al)
2 − 1

2
∥[√ρ,Al]∥22

We can obtain a distinct upper bound that depends on the Wigner-Yanase skew information. Beginning with
Eq. (A17), we split the sum over ωj ̸= ωk into ωj < ωk and ωj > ωk terms. We can then collapse terms due to the
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symmetry with respect to the interchange pj ↔ pk:

Fll = 2
∑

ωj ̸=ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
= 2

∑
ωj>ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + 2
∑

ωj<ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
= 4

∑
ωj<ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2. (A24)

Assume that the energies ωj are in ascending order, such that xmin ≤ x := pk/pj ≤ 1, for j < k. The first term in (A24)

contains a factor of the form (1−x)2

(1+x) ln2(x)
, which obeys the upper bound (1−x)2

(1+x) ln2(x)
≤ c2

√
x for 0 ≤ x ≤ 1, for some

c2. The minimum value of x, at an inverse temperature β, is xmin := min{j,k} pk/pj = min{j,k} e
−β(ωk−ωj) = e−β∥H∥s .

Therefore,

c2 :=
1

β2∥H∥2s
e
1
2β∥H∥s

(
1− e−β∥H∥s

)2
1 + e−β∥H∥s

=
2 sinh(β∥H∥s/2) tanh(β∥H∥s/2)

β2∥H∥2s
≥ 0.42. (A25)

The inequality holds because 2 sinh(x/2) tanh(x/2)/x2 ≥ 0.42 (as one can check using, e.g., Mathematica). The
limiting values of c2, as a function of temperature, are

c2 ≈

{
e
1
2β∥H∥s/(β2∥H∥2s) , for β∥H∥s ≫ 1,

1/2 , for β∥H∥s ≪ 1.
(A26)

Let us apply Eq. (A25), with the general bound above, to Eq. (A24):

Fll = 4
∑

ωj<ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
≤ 4c2

∑
ωj<ωk

β2pj

√
pk
pj

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
= 2c2β

2
∑

ωj<ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 2c2β
2
∑

ωj>ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
≤ 2c2β

2
∑

ωj<ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 2c2β
2
∑

ωj>ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + c2
0.42

β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2 (A27a)

≤ 2.4c2β
2
∑

ωj<ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 2.4c2β
2
∑

ωj>ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 2.4c2β
2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2 (A27b)

= 2.4c2 β
2 Tr (

√
ρδAl

√
ρδAl) . (A27c)

In Eqs. (A27a) and (A27b), we invoked 1 ≤ c2/0.42 ≤ 2.4c2. Since Tr
(√
ρδAl

√
ρδAl

)
= (∆Al)

2 − 1
2

∥∥ [√ρ,Al

] ∥∥2
2
, we

have proved the second upper bound on Fll, Eq. (7) in the main text.

Lower bound in terms of (∆Al)
2 − 1

2
∥[√ρ,Al]∥22

Our general expression (1−x)2

(1+x) ln2(x)
obeys the upper bound

√
x/2.5 ≤ (1−x)2

(1+x) ln2(x)
. Applying this bound to Eq. (A17)

yields

Fll ≥
2

2.5

∑
ωj ̸=ωk

β2pj

√
pk
pj

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
≥ 0.8β2

∑
ωj ̸=ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 0.8β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
= 0.8β2 Tr (

√
ρδAl

√
ρδAl) . (A28)

This result completes the proof of Eq. (7) in the main text.
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III. NONCOMMUTATIVITY AND PARAMETER ESTIMATION

In this section, we discuss the role of noncommutativity in parameter estimation. In Eq. (10) of the main text,

we presented an upper and a lower bound on the optimal relative estimation error
√

varopt(µ̂l)/|µl| with which a
parameter µl can be estimated from N copies of a thermal state. We reproduce the bound here for convenience:

1

√
2.4c2β

√
N
(
(∆Hl)

2 − 1
2

∥∥∥[√ρ,Hl

]∥∥∥2
2

)1/2
≤
√
varopt(µ̂l)

|µl|
≤ 1

√
0.8β

√
N
(
(∆Hl)

2 − 1
2

∥∥∥[√ρ,Hl

]∥∥∥2
2

)1/2
. (A29a)

Recall that Hl is the Hamiltonian term that contains the parameter µl. Due to the ∥[√ρ,Hl]∥2, noncommutativ-
ity between the state and Hl negatively impacts one’s ability to estimate µl. Here, we elaborate on the role of
noncommutativity in estimating a parameter from Hamiltonian evolution (as opposed to from a thermal state).

In the Hamiltonian-evolution setting, we estimate µl by evolving a probe state under a Hamiltonian

H = Hl +H ′ ≡ µlAl +H ′ (A30)

for some time t. Al is a Hermitian matrix (the generator of translations associated with µl). H ′ contains all the
(possibly time-dependent) terms independent of µl. In our setting, H ′ =

∑
j ̸=lHj . The time-evolved state ϱ(t)

depends on µl. One can estimate µl from properly chosen measurements of copies of ϱ(t). The minimum achievable
variance is bounded in the single-parameter quantum Cramér-Rao bound, Eq. (5) in the main text.

The minimal variance can be achieved with a pure probe state ϱ = |ψ⟩⟨ψ|. We have defined |ψ⟩ = (|λmax⟩ +
|λmin⟩)/

√
2, |λmax⟩ and |λmin⟩ denoting the eigenstates associated with the maximum and minimum Al eigenvalues,

λmax and λmin [2]. Suppose that |λmax⟩ and |λmin⟩ are H ′ eigenstates associated with unit eigenvalues:

H ′ |λmax⟩ = |λmax⟩ , and H ′ |λmin⟩ = |λmin⟩ . (A31)

Evolution under H yields a final state |ψ(t)⟩ = (|λmax⟩+ e(λmax−λmin)µlt |λmin⟩)/
√
2, from which µl can be extracted

with a variance ∼ [t(λmax − λmin)]
−2, which is optimal [3].

The conditions (A31), under which this optimal scheme works, can be replaced with the weaker condition [H ′, Hl] =
[H,Hl] = 0. From here, we see the connection to Eq. (A29a): for Gibbs states ρ, if [H,Hl] = 0, then [

√
ρ,Hl] = 0.

Consequently, we see a direct formal connection between the fact that noncommutativity of Hl with H negatively
impacts the estimation of µl through Hamiltonian evolution and the fact that [

√
ρ,Hl] ̸= 0 negatively impacts

Hamiltonian learning from Gibbs states.

IV. QUANTUM FISHER INFORMATION OF A TWO-LEVEL SYSTEM

In this section, we calculate the quantum Fisher information about a parameter in a single-qubit Hamiltonian.
Consider the Hamiltonian

H = Ωxσx +Ωzσz + µσz =: v⃗ · σ⃗. (A32)

We have defined the vector v⃗ = (Ωx,Ωz + µ) with the norm v :=
√

Ω2
x + (Ωz + µ)2, and σ⃗ = (σx, σz) is a vector of

Pauli matrices. We aim to estimate µ, so A = σz. The thermal state is

ρ =
e−βv v⃗·σ⃗/v

Z
=

cosh(βv)1− sinh(βv)v⃗ · σ⃗/v
Z

, (A33)

where Z = 2 cosh(βv). The Hamiltonian has a seminorm ∥H∥s = 2v.

We directly calculate the Wigner-Yanase skew information, using
√
ρ = e−βH/2/

√
Z, A = σz, and Eq. (A33):

1
2

∥∥[√ρ,A]∥∥2
2
=

1

2Z

∥∥ sinh(βv/2)/v[v⃗ · σ⃗, σz]∥∥22 =
sinh2(βv/2)

2v2Z

∥∥Ωx[σx, σz]
∥∥2
2

=
sinh2(βv/2)

2v2Z

∥∥− 2iΩxσy
∥∥2
2
= 2

sinh2(βv/2)

v2Z
Tr
([

− iΩxσy
][
iΩxσy

])
= 4

sinh2(βv/2)

v2Z
Ω2

x = 4
1
2 (cosh(βv)− 1)

v2Z
Ω2

x = 2
cosh(βv)− 1

2v2 cosh(βv)
Ω2

x

=
1− sech(βv)

v2
Ω2

x . (A34)
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The thermal variance in σz is

(∆A)2 = Tr (ρ)− [Tr (ρσz)]
2 = 1−

[
− 1

vZ
sinh(βv) Tr (v⃗ · σ⃗σz)

]2
= 1− 4 sinh2(βv)

v2Z2
(Ωz + µ)2

= 1− tanh2(βv)

v2
(Ωz + µ)2 . (A35)

Subtracting Eq. (A34) from (A35) yields

(∆A)2 − 1
2

∥∥[√ρ,A]∥∥2
2
= 1− tanh2(βv)

v2
(Ωz + µ)2 − 1− sech(βv)

v2
Ω2

x . (A36)

We can approximate this expression at high and low temperatures. If the temperature is high (βv ≪ 1), then
sech(βv) ≈ 1− (βv)2/2, and tanh(βv) ≈ βv. Therefore,

(∆A)2 − 1
2

∥∥[√ρ,A]∥∥2
2
≈ 1− β2(Ωz + µ)2 − β2

2
Ω2

x = 1− β2

2
(Ωz + µ)2 − β2

2
v2 . (A37)

If the temperature is small, (βv ≫ 1), then sech(βv) ≈ 2e−βv, and tanh(βv) ≈ 1. Therefore,

(∆A)2 − 1
2

∥∥[√ρ,A]∥∥2
2
≈ 1− 1

v2
(Ωz + µ)2 − 1

v2
Ω2

x +
2e−βv

v2
Ω2

x =
2e−βv

v2
Ω2

x. (A38)

Meanwhile, c2 ≈ 1/2 at high temperature (βv ≪ 1), whereas c2 ≈ eβ∥H∥s/2/(β∥H∥s)2 = eβv/(2βv)2 for βv ≫ 1.
By Eq. (A37), at high temperatures (β∥H∥s ≪ 1) the bounds (7) in the main text become

F ≤ 2.4c2 β
2 Tr (

√
ρδA

√
ρδA) ≈ 2.4

2
β2

(
1− β2

2
(Ωz + µ)2 − β2

2
v2
)

≈ 1.2β2, (A39a)

F ≥ 0.8β2 Tr (
√
ρδA

√
ρδA) ≈ 0.8β2

(
1− β2

2
(Ωz + µ)2 − β2

2
v2
)

≈ 0.8β2. (A39b)

By Eq. (A38), at low temperature (β∥H∥s ≫ 1) the bounds (7) become

F ≤ 2.4c2 β
2 Tr (

√
ρδA

√
ρδA) ≈ 2.4

eβv

4v2

(
2e−βv

v2
Ω2

x

)
= 1.2

Ω2
x

v4
, (A40a)

F ≥ 0.8β2 Tr (
√
ρδA

√
ρδA) ≈ 0.8β2

(
2e−βv

v2
Ω2

x

)
= 1.6

β2e−βvΩ2
x

v2
. (A40b)

We want to compare these bounds with the values of the quantum Fisher information. Define the σz eigenstates
such that σz |1⟩ = |1⟩ and σz |0⟩ = − |0⟩. H = v⃗.σ⃗ has the eigenvectors

|+⟩ = 1√
2v
(
Ωz + µ+ v

)((Ωz + µ+ v) |1⟩+Ωx |0⟩
)

and (A41)

|−⟩ = 1√
2v
(
Ωz + µ+ v

)(− Ωx |1⟩+ (Ωz + µ+ v) |0⟩
)
, (A42)

corresponding to eigenvalues ±v. By the expression (A17) for the quantum Fisher information, for a qubit,

F = 2
∑

ωj ̸=ωk

(pj − pk)
2

(pj + pk)(ωj − ωk)2
∣∣δAl

jk

∣∣2 + ∑
ωj=ωk

β2pj
∣∣⟨j|δAl|k⟩

∣∣2
=

4

Z

(
(e−βv − eβv)2

(e−βv + eβv)(2v)2

) ∣∣⟨+| δX |−⟩
∣∣2 + β2 e

−βv

Z

∣∣⟨+|δX|+⟩
∣∣2 + β2 e

βv

Z

∣∣⟨−|δX|−⟩
∣∣2. (A43)

We evaluate this expression using

⟨+|δA|−⟩ = 1

2v
(
Ωz + µ+ v

)(− Ωx(Ωz + µ+ v)− Ωx(Ωz + µ+ v)
)
= −Ωx

v
, (A44a)

⟨+|δA|+⟩ = 1

2v
(
Ωz + µ+ v

)((Ωz + µ+ v)2 − Ω2
x

)
− ⟨σz⟩ := a− ⟨σz⟩, and (A44b)

⟨−|δA|−⟩ = 1

2v
(
Ωz + µ+ v

)(Ω2
x − (Ωz + µ+ v)2

)
− ⟨σz⟩ := −a− ⟨σz⟩. (A44c)
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We have defined a := 1

2v
(
Ωz+µ+v

)((Ωz + µ + v)2 − Ω2
x

)
= (Ωz+µ)

v
(
Ωz+µ+v

)(Ωz + µ + v
)

= (Ωz+µ)
v . Next, we evaluate

Eq. (A43) using Eq. (A44), Z = 2 cosh(βv), and ⟨σz⟩ = − tanh(βv)
v (Ωz + µ) from Eq. (A35):

F =
4

Z

(
(e−βv − eβv)2

(e−βv + eβv)(2v)2

)
Ω2

x

v2
+

(
β2 e

−βv

Z
+ β2 e

βv

Z

)
(a2 + ⟨σz⟩2) +

(
β2 e

−βv

Z
− β2 e

βv

Z

)
(−2a⟨σz⟩)

=
(−e−βv + eβv)

2 cosh(βv)
tanh(βv)

Ω2
x

v4
+ β2 e

−βv + eβv

2 cosh(βv)
(a2 + ⟨σz⟩2)− β2 e

−βv − eβv

2 cosh(βv)
2a⟨σz⟩

= tanh2(βv)
Ω2

x

v4
+ β2(a2 + ⟨σz⟩2) + 2β2 tanh(βv)a⟨σz⟩

= tanh2(βv)
Ω2

x

v4
+ β2

(
(Ωz + µ)2

v2
+ tanh2(βv)

(Ωz + µ)2

v2

)
− 2β2 tanh2(βv)

(Ωz + µ)2

v2

= tanh2(βv)
Ω2

x

v4
+ β2 (Ωz + µ)2

v2
− β2 tanh2(βv)

(Ωz + µ)2

v2

= tanh2(βv)
Ω2

x

v4
+ β2 (Ωz + µ)2

v2
(
1− tanh2(βv)

)
. (A45)

Using that tanh(x) ≈ x for x << 1 and that tanh(x) ≈ 1 for x >> 1 yields

F ≈ β2Ω2
x

v2
+
β2(Ωz + µ)2

v2
(1− β2v2) ≈ β2 , for β∥H∥s ≪ 1, and (A46a)

F ≈ Ω2
x

v4
, for β∥H∥s ≫ 1. (A46b)

Let us compare the high-temperature upper bound (A39a) with the approximate value (A46a), as well as the low-
temperature upper bound (A40a) with the approximate value (A46b). The main-text upper bound (7) is saturable,
to within a constant multiplicative factor, in both temperature regimes. Together with the Cramér-Rao bound, our
bounds imply that

varopt(µ̂l) ≈

{
1

Nβ2 , for β∥H∥s ≪ 1,
∥H∥4

s

16NΩ2
x
, for β∥H∥s ≫ 1.

(A47)

V. COMPARISONS OF BOUNDS ON THE QUANTUM FISHER INFORMATION

In this section, we calculate quantum Fisher information in a spin-chain example. We compare the exact value with
our bounds, Eqs. (6) and (7) in the main text. We reproduce the bounds here for convenience:

Fll ≤ β2 (∆Al)
2, (A48a)

Fll ≥ 4β2c1 (∆Al)
2, (A48b)

and

Fll ≤ 2.4 c2 β
2
(
(∆Al)

2 − 1
2

∥∥[√ρ,Al]
∥∥2
2

)
, (A49a)

Fll ≥ 0.8β2
(
(∆Al)

2 − 1
2

∥∥[√ρ,Al]
∥∥2
2

)
. (A49b)

We also compare the bounds to the one derived in Ref. [4]:

Fll ≤ β2

∫ 1

0

Tr
(
ρaδAlρ

1−aδAl

)
da, (A50)

with δAl := Al − ⟨Al⟩.
Consider estimating the parameter µ from the thermal state of a spin chain. We consider a one-dimensional chain

composed of n spin-1/2 systems, with the Hamiltonian

H = µ

n∑
j=1

σj
z + λ

n−1∑
j=1

σj
x ⊗ σj+1

x =: µAµ + λAλ. (A51)
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Aµ and Aλ are the operators that multiply the parameters µ and λ.
Figure 1 compares the quantum Fisher information about µ with the upper and lower bounds in Eqs. (6) and (7),

and with the upper bound in Ref. [4]. We simulate n = 5 spins. The figure shows that the bounds are distinct and
that none of them is tighter than another in all regimes: in each subfigure, the two blue curves (upper bounds derived
in this Letter) and the orange star plot (bound in Ref. [4]) cross, as do the two red curves (lower bounds derived in this
Letter). However, the bounds are always obeyed: the black curve (exactly calculated quantum Fisher information)
always lies below the blue curves and orange star plot (upper bounds) and above the red curves (lower bounds).

(a) Quantum Fisher information vs. β (λ/µ = 5) (b) Quantum Fisher information vs. λ (βµ = 0.1)

-2.5 0.5

-7

-1

-6 0

-3.5

-2.5

FIG. 1. Comparisons of bounds on the quantum Fisher information. The figure shows log-log plots of the quantum
Fisher information Fµ about parameter µ, as a function of the inverse temperature (left) and as a function of the parameter Ω
(right). The 5-qubit system has the Hamiltonian H = µ

∑n
j=1 σ

j
z + λ

∑n−1
j=1 σj

x ⊗ σj+1
x := µAµ + λAλ. The plots also depict the

upper and lower bounds in Eqs. (6) and (7), and the upper bound derived in Ref. [4]. Each plot illustrates (where a red line
crosses a red line or a blue line or orange stars cross) how different bounds can be tighter in different regimes.

VI. A MODEL THAT CAN BEAT THE STANDARD QUANTUM LIMIT

Here, we prove that the Hamiltonian

H = µ

n∑
j=1

(
σj
z + 1

)
− λ

n⊗
j=1

nσj
x ≡ Hµ +Hλ, (A52)

considered in the main text has the GHZ state as its unique ground state when µ ≪ λ. We also prove that
(∆Hµ)

2 ≈ µ2n2 for βλn≫ 1.
For convenience, we shift Hµ by an irrelevant factor of (µn)1 so that we consider the new Hamiltonian

H̃ = µ

n∑
j=1

(
σj
z + 1 + n

)
− λ

n⊗
j=1

nσj
x ≡ H̃µ +Hλ. (A53)

In the computational basis, labeled by bit strings s ∈ {0, 1}n, this Hamiltonian is block diagonal, with 2n−1 blocks of
dimension two spanned by pairs of computational basis states {|s⟩ , |s⟩}. Here, s denotes the complement of s—i.e.
sj = sj + 1 (mod 2). These blocks, each labeled by a bitstring s, take the form

H̃s =

 µz −λn

−λn −µz

 , (A54)

where z ≡ 2|s| − n and |s| denotes the Hamming weight (i.e. the number of ones) of the bitstring s. Note that we
have two distinct, but equivalent, choices of the bitstring s that labels each block. Also, z ∈ [−n, n].
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Each such block can be simply diagonalized, and, thus, so can H̃ =
⊕

s H̃s. The eigenvalues of Eq. (A54) are

±
√
µ2z2 + λ2n2. Consequently, the minimum eigenvalue of H̃ occurs for the block where |s| = 0 (under a different,

but equivalent, choice of labeling this block, |s| = n). The associated minimum eigenvalue is −n
√
µ2 + λ2 and the

corresponding eigenstate (the ground state of H̃) is

|gs⟩ ∝ −

(
µ−

√
µ2 + λ2

λ

)
|s⟩+ |s⟩ . (A55)

Consequently, for µ/λ≪ 1, it holds that |gs⟩ ∝ |s⟩+ |s⟩, which is precisely the GHZ state |Φ⟩.
For the GHZ state, it holds that ∆H̃µ = µn. Consequently, we might expect, at least at low temperatures, that

the thermal states of this model might also exhibit estimation errors that decrease faster than the standard quantum
limit. This expectation can be analytically validated. In particular, a general thermal state takes the form

ρ = Z−1
β e−βH̃ = Z−1

β

⊕
s

e−βH̃s , (A56)

where Zβ is the partition function. It is easy to evaluate

e−βH̃s = cosh(β
√
µ2z2 + λ2n2)1− sinh(β

√
µ2z2 + λ2n2)

(µz)σz − (λn)σx√
µ2z2 + λ2n2

. (A57)

Consequently,

Zβ = 2
∑
s

cosh(β
√
µ2z2 + λ2n2). (A58)

We can evaluate the variance (∆H̃µ)
2 as

∑
s(∆H̃µ,s)

2 where Hµ,s = µzσz is the block of Hµ labeled by the bit string
s. In particular, (

∆H̃µ,s

)2
= Tr

[
ρsH̃

2
µ,s

]
− Tr

[
ρsH̃µ,s

]2
= Z−1

β

[
2µ2z2 cosh(β

√
µ2z2 + λ2n2)− 4µ4z4 sinh2(β

√
µ2z2 + λ2n2)

Zβ(µ2z2 + λ2n2)

]
, (A59)

where we used that ρs = Z−1
β e−βH̃s (note, ρ =

⊕
s ρs).

Asymptotically in βλn, we only have to consider the z = n block in Eqs. (A58)-(A59), as limx→∞
cosh((1+ϵ)x)

cosh(x) = ∞
(also, limx→∞

sinh((1+ϵ)x)
sinh(x) = ∞) for any ϵ > 0. Consequently, asymptotically in βλn,

(
∆H̃µ

)2
∼ 1

2 cosh(βn
√
µ2 + λ2)

[
2µ2n2 cosh(βn

√
µ2 + λ2)− 2µ4n4 sinh2(βn

√
µ2 + λ2)

n2 cosh(βn
√
µ2 + λ2)(µ2 + λ2)

]

= µ2n2 − tanh2(βn
√
µ2 + λ2)

µ4n2

µ2 + λ2

∼ µ2n2
(
1− µ2

µ2 + λ2

)
, (A60)

where, in the last line, we use that β > 0. Therefore, we find the scaling
(
∆H̃µ

)2
∼ µ2n2 for βλn ≫ 1—up to

subleading, constant factor contributions to the scaling that depend on λ. Since shifts by constants do not change
the variance of an operator, this also implies that (∆Hµ)

2 ∼ µ2n2

VII. SATURABILITY OF THE MULTIPARAMETER CRAMÉR-RAO BOUND

In this section, we derive conditions under which the multiparameter Cramér-Rao bound is saturated. That is, we
prove Eq. (12) in the main text. The multiparameter Cramér-Rao bound is saturable if and only if [1, 5]

Tr (ρ[Ll, Lm]) = 0. (A61)



11

To calculate this equation’s left-hand side, we express the trace relative to the ρ eigenbasis. Relative to that eigenbasis,
the symmetric logarithmic derivative is represented by a matrix with elements [1]

⟨j|Ll |k⟩ = 2
⟨j| ∂lρ |k⟩
pj + pk

. (A62)

After substituting into the trace, we invoke Eqs. (A14) and (A15):

Tr (ρ[Ll, Lm]) =
∑
jk

(
pj ⟨j|Ll |k⟩ ⟨k|Lm |j⟩ − pk ⟨k|Lm |j⟩ ⟨j|Ll |k⟩

)
=
∑
jk

(pj − pk) ⟨j|Ll |k⟩ ⟨k|Lm |j⟩

= 4
∑
jk

(pj − pk)

(pj + pk)2
⟨j| ∂lρ |k⟩ ⟨k| ∂mρ |j⟩

= 4
∑

ωj ̸=ωk

(pj − pk)

(pj + pk)2
⟨j| δAl |k⟩ ⟨k| δAm |j⟩ (pj − pk)

2

(ωj − ωk)2

+ 4β2
∑

ωj=ωk

(pj − pk)

(pj + pk)2
⟨j| δAl |k⟩ ⟨k| δAm |j⟩ p2j

= 4
∑

ωj ̸=ωk

(pj − pk)
3

(ωj − ωk)2(pj + pk)2
⟨j|Al |k⟩ ⟨k|Am |j⟩ . (A63)

This expression and Eq. (A61) imply Eq. (12) in the main text.
In typical Hamiltonians, most parameters will not satisfy the rather stringent conditions (12) for saturation. They

are satisfied, for example, when the operators Al are diagonal relative to the energy eigenbasis. Hence the multipa-
rameter Cramér-Rao bound is saturable when one is estimating the Hamiltonian eigenvalues ωj .
The single parameter Cramér-Rao bound can be saturated with measurements in the eigenbasis of the symmetric

logarithmic derivative Ll in Eq. (A64) [6]. Using Eqs. (A14) and (A15) into Eq. (A62), we find that

Ll =
∑

ωj ̸=ωk

2
⟨j| ∂lρ |k⟩
pj + pk

|j⟩⟨k|+
∑

ωj=ωk

2
⟨j| ∂lρ |k⟩

2pj
|k⟩⟨j|

= 2
∑

ωj ̸=ωk

(pj − pk)

(pj + pk)(ωj − ωk)
⟨j| δAl |k⟩ |j⟩⟨k| − β

∑
ωj=ωk

⟨j| δAl |k⟩ |k⟩⟨j| . (A64)

Performing measurements on the eigenbasis of Ll would yield one protocol to saturate the Cramér-Rao bound.

VIII. COMPARISONS WITH THE HAMILTONIAN-LEARNING LITERATURE

In this section, we compare our bounds to earlier results concerning the Hamiltonian-learning problem. Two
approaches to Hamiltonian learning are common: (i) the steady-state-based approach and (ii) the time-evolution-
based approach. In the steady-state-based approach, one studies states ρ that are stationary with respect to evolution
under the Hamiltonian H. These steady states satisfy the condition [7]

∂tρ = −i [H, ρ] = 0.

Every Hamiltonian eigenstate is a steady state, as is the Gibbs state, exp(−βH)
Tr(exp(−βH)) . Several studies concern estimations

of the Hamiltonian from eigenstates [7–14] or from Gibbs states [7, 15–18].
In the time-evolution-based approach, one analyzes the system’s time evolution under the Hamiltonian. Several

proposals concern learning the Hamiltonian from unitary dynamics [17, 19–22]. Experimental implementations [23, 24]
of Hamiltonian-learning protocols have been carried out, too. In the Hamiltonian-learning problem, one aims to learn
the Hamiltonian H from a physically relevant class of Hamiltonians, while minimizing the algorithm’s run time and
the number of copies of ρ. These two metrics are commonly known as sample complexity and time complexity,
respectively.

In this work, we focus on learning about a Hamiltonian from Gibbs states. Our comparison of sample-complexity

lower bounds with earlier works is presented in the context of the l2 distance error, defined via ϵ =
(∑M

l=1 |µl − µ̂l|2
) 1

2

.

Here, µ̂l denotes the estimate for µl. The rationale for this comparison criterion is due to our adoption of the related

metric ϵerr, defined via
∑M

l=1 var(µ̂l) = ϵ2err. We provide the following Lemma to relate the two error metrics.
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Lemma 1. For ϵ and ϵerr defined as before, the following holds.

1. Prob
(
ϵ2 ≥ a

)
≤ ϵ2err

a for all a > 0.

2. Prob
(∣∣ϵ2 − ϵ2err

∣∣ ≥ a
)
≤ Var(ϵ2)

a for all a > 0.

3. For any two real numbers b and a such that b ≥ a, let Prob
(
a ≤ ϵ2 ≤ b

)
= 1. Then a ≤ ϵ2err ≤ b.

Proof. (Proof of part 1) Note that ϵ2err =
∑M

l=1 var (µ̂l) and ϵ2 =
∑M

l=1 (µ̂l − µl)
2
. Since µ̂l is an unbiased estimator

for µl, we have E (µ̂l) = µl for l ∈ {1, 2, · · · ,M} .
Thus,

var (µ̂l) = E
[
(µ̂l − E (µ̂l))

2
]
= E

[
(µ̂l − µl)

2
]
. (A65)

Let us define a new random variable, Vl = (µ̂l − µl)
2
. Thus, using Eq. (A65), we get

ϵ2err =

M∑
l=1

E [Vl] (A66)

and

ϵ2 =

M∑
l=1

Vl. (A67)

Since Vl is a non-negative random variable, using Markov’s inequality with Eqs. (A66) and (A67), we get

Prob
(
ϵ2 ≥ a

)
≤ ϵ2err

a

for a > 0. This completes the proof of part 1.
(Proof of part 2) If Y is a random variable with E (Y ) = α and Var (Y ) = β, Chebyshev’s inequality says

Prob (|Y − α| ≥ a) ≤ β

a
∀a > 0.

Applying Chebyshev’s inequality to Y = ϵ2 =
∑M

l=1 Vl, we get

Prob
(∣∣ϵ2 − α

∣∣ ≥ a
)
≤

Var
(
ϵ2
)

a
∀ a > 0. (A68)

Since expectation is linear, we have

α = E
(
ϵ2
)
= ϵ2err. (A69)

Using Eqs. (A68) and (A69), we get the desired result.
(Proof of part 3) For any random variable Z and two real numbers a, b such that b ≥ a, the following holds:

Prob (a ≤ Z ≤ b) = 1 =⇒ a ≤ E (Z) ≤ b (A70)

Substituting Z = ϵ2 in Eq. (A70) and using Eq. (A69) for the expectation value of Z, we get the desired result.

Distinctly from prior findings, our sample-complexity lower bound is defined by the commutativity of the Gibbs
state with the terms in the Hamiltonian. Our approach relies on no assumptions about the Hamiltonian’s structure.
In contrast, earlier studies focused on low-interaction Hamiltonians: each term in the Hamiltonian is supported on a
constant number of qubits. For a synopsis, refer to Table I.
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Reference Sample-complexity lower bound Key technique

Bairey et al. [7] ? NA

Anshu et al. [15] Ω
(√

M+log(1−δ)
βϵ

)
Quantum state discrimination

Sbahi et al. [18] ? NA

Haah et al. [16] Ω
(

exp(β)M

β2ϵ2

)
Coding theory

Gu et al. [17] ? NA

This work Ω

(
M

β2 ϵ2err
max

{
minl

1
(∆Al)

2 , minl
c−1
2 /2

(∆Al)
2− 1

2∥[
√

ρ,Al]∥2

2

})
Quantum Cramér-Rao bound

TABLE I. Complexity of learning Hamiltonians via Gibbs states. The error ϵ is the l2-distance error in the estimate
of the Hamiltonian parameters. We use the related quantity ϵerr, defined via

∑M
l=1 var(µ̂l) = ϵ2err. Our sample-complexity

lower bound, uniquely among the approaches, (i) is based on the commutativity of the Hamiltonian’s terms with the Gibbs
state and (ii) requires no assumptions about the Hamiltonian’s structure. In contrast, previous studies were conducted for
low-interaction Hamiltonians (each term in the Hamiltonian is supported on a constant number of qubits). The question marks
(?) indicate that no value has been reported or is available. Among the five prior studies, three provide no lower bounds on
sample complexity. Therefore, the “key technique” is listed as NA (“not applicable”) for these studies.
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